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ABSTRACT
Geolocated user-generated content is a promising source of data
reflecting how citizens live and feel. Information extracted from
this source is being increasingly used for urban planning and policy
evaluation purposes. While a lot of existing research focuses on
the relationship between locations and sentiment in social media
postings, we aim to uncover relations between location and senti-
ment that are consistent over cities around the world. In this paper,
we therefore analyze the relationship between multiple categories
of points of interest (POIs) in the OpenStreetMap dataset and the
sentiment of English microblogging messages sent nearby using a
three-stage processing pipeline: (1) extract sentiment scores from
geolocated microblogs posted on Twitter, (2) spatial aggregation of
sentiment in cities and POIs, (3) analyze relationships in aggregated
sentiment. We identify differences in Twitter users’ sentiments
within cities based on POIs, and we investigate the temporal dy-
namics of these sentiments and compare our findings between
major cities in multiple countries.
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1 INTRODUCTION
User-generated content on social media platforms is gradually re-
placing traditional sources to gather information in the context
of urban and transportation planning [11, 14, 23]. By utilizing ex-
tracted information about citizens’ sentiment, planners can more
easily gain an understanding of the public’s usage of city infrastruc-
ture and demand [23]. As opposed to traditional methods of data
gathering (e.g. via surveys), analyzing social media data allows for
faster feedback from the population, provides more fine-grained
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information and is more cost-efficient. Social media data further-
more allow combining data about local citizens’ and tourists’ use
of infrastructure.

While most existing work quantifies sentiment in general [6]
or in one city’s area, e.g. [11, 14, 23], we compare sentiment over
multiple cities. By combiningmethods from geospatial analysis with
sentiment analysis we aim to first identify the relationship between
spatial regions (e.g. a park, a football stadium, or a traffic hub) and
general sentiment expressed in nearby social media postings. To
this end, we analyze user-generated postings on the social media
network Twitter.

We strive to answer the following research questions:
• RQ1: Are there differences in Twitter users’ sentiments ex-
pressed in their tweets between cities?

• RQ2: Are there differences in Twitter users’ sentiments ex-
pressed in their tweets within cities depending on the geo-
graphic location (only considering POI)?

• RQ3: Are there differences in Twitter user’s sentiments ex-
pressed in tweets at special time intervals? Are these differ-
ences more distinct in certain regions or near POIs?

We base our analysis on a world-wide dataset of geolocated
tweets that were posted between September 1st and 17th, 2012, ac-
quired via the Twitter streaming API. The Twitter streaming API1
provides access to a random sample of tweets that make up approx-
imately one per cent of the total daily tweets. By providing the
coordinates for a bounding box, the location of tweets to sample
from can be restricted. We further use a pre-defined set of met-
ropolitan areas, focusing on urban and suburban areas, since our
analysis depends on the availability of sufficiently many geolocated
tweets, and the number of geolocated tweets generally is higher
in areas with high population density [1]. Since we only analyze
the sentiment of tweets in the English language, we select only
cities that provide sufficient coverage of English tweets. Further-
more, we do not include cities in which the use of Twitter is either
officially blocked or only possible through the use of VPNs. Most
notably, this constraint includes highly populated areas in Iran and
mainland China [2]. For defining urban areas, we work with the
World Urban Areas dataset by Kelso et al., which combines urban
area shapes with population estimates from the LandScan popula-
tion database.2 We research both urban areas within one country
in order to find relations between location, time, and expressed
sentiment, as well as world-wide urban areas in order to verify if
potentially found correlations are stable over distinct geographical
1https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/api-
reference, visited on 2021-02-27
2https://purl.stanford.edu/yk247bg4748, visited on 2021-02-27
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areas. As opposed to existing research in this field, we especially
focus on the comparison of findings across metropolitan regions in
multiple countries and continents.

The remainder of this paper is organized as follows: In Section 2,
we discuss related work. Section 3 details our methodology, which
is followed by the presentation and discussion of results in Section 4.
Limitations of our work are discussed in Section 5. Section 6 rounds
off this work and provides pointers for future research.

2 BACKGROUND AND RELATEDWORK
2.1 Sentiment Analysis in Microblogging
Sentiment analysis has been used in many different areas. One of
them being politics where tweets of people are analyzed to get the
public’s opinion on forthcoming elections and using this as a base
to predict their outcome [26]. Companies use sentiment analysis in
marketing to help them determine the success of a product launch
or a marketing campaign or what product version or services are
popular [7]. Similarly, Makrehchi et al. use opinions towards public
companies and certain products in order to offer investors additional
insights on possible stock price changes [15].

Different approaches can be used in order to acquire opinions,
feelings, or personal expressions from textual data shared via mi-
croblogging services. Most related research employs either unsuper-
vised or supervised learning mechanisms for extracting sentiment
from textual data. For example, Yaqub et al. [26] use subjective and
polarity analysis in order to analyze tweet sentiment regarding elec-
tion campaigns. Subjective analysis is used to calculate a subjective
score for each candidate, by evaluating whether the shared content
of Twitter users during the election was fact-based or opinion-based.
This evaluation is done by looking for the presence of certain adjec-
tives, adverbs, groups of verbs and nouns which are subsequently
used as indicators of subjective opinion. Polarity analysis is used to
obtain an average sentiment for both candidates, by determining the
emotional attitude of a text’s author with regard to the topic under
discussion. This is done by giving each relevant word of a sentence
a score that is defined in a score lexicon and afterwards computing
the total score of the text, by adding up all individual scores. For
both analyses predefined datasets from Python TextBlob,3 a library
for text processing, are used.

Makrehchi et al. [15] propose a method based on supervised
learning. In general, supervised learning yields better results, but
is often not feasible because of the lack of labeled data needed,
especially regarding Twitter posts. The proposed method tries to
eliminate this problem by automatically extracting labels based on
significant stock market events. The labeled data then is used to
build a sentiment classifier, which again offers the base to built a
model for identifying factors that affect stock prices.

Modern approaches often adopt supervised learning using pre-
trained Transformer models based on BERT. Kim et al. [10] use
this approach to define public sentiment toward solar energy by
performing a classification task on a dataset of tweets specific to
this topic, using Robustly optimized Bidirectional Encoder Repre-
sentations from Transformers (RoBERTa).

3https://textblob.readthedocs.io/en/dev/, visited on 2021-02-27

Müller et al. [18] release COVID-Twitter-BERT, a BERT model
trained on a specific target domain. The model is trained on a pre-
processed and cleaned dataset of 22.5M tweets. The preprocessing
and cleaning steps include replacement of user names and links by
neutral tokens, the replacement of unicode emoticons with textual
ASCII representations, as well as the removal of retweets, duplicates
and close duplicates.

2.2 Sentiment Analysis of Points of Interest
With an increasing amount of user-generated and georeferenced
content being created on social media and interactive web platforms,
more and more research is put into combining and aggregating
extracted information from content with geospatial information. Es-
pecially the combination of information sentiment and its location
has been researched in multiple papers [4, 8].

Generally it is worth noting that the existence of a vast number
of different social media and interactive web platforms requires
numerous different analysis and sentiment extraction methods. For
instance, Hauthal et al. [8] focus on analyzing text-based metadata
of Flickr and Panoramio photos. They argue that photo metadata
commonly does not contain emotional descriptions, but rather more
objective information concerning the content of the photo. In order
to measure metadata sentiment, they therefore employ an algo-
rithm based on the affective connotation of individual words leading
to a valence and arousal score for each metadata. Furthermore, they
consider special grammatical constellations that influence the senti-
ment of a data point (e.g. negations). The authors focus on the city
of Dresden and propose implementing an emotional travel guide
that could, for instance, suggest travel destinations based on the
user’s current feelings. Arguably, this constitutes a novel approach
for exploring and traveling through an unknown city.

Bertrand et al. [4] focus on analyzing geo-tagged tweets. Since
the majority of tweets are not written in English, they create their
own language-independent classification function instead of using
a dictionary-based approach. To this end, they use a set of tweets
including emoticons as training data, from which they infer the
general sentiment of a tweet’s remaining content. It is worth noting
that in 2012, when the paper was written, emojis were not as widely
used on the internet as they are at the time of writing in 2020. A
comparison between the sentiment map and the city’s POIs shows
that certain POIs (e.g. parks) are mostly connected to strong positive
sentiment, whereas jails and hospitals are usually connected to a
negative sentiment. However, this connection between sentiment
and POI type cannot be generalized, as demonstrated by the fact
that areas surrounding cemeteries can be both connected to good
or bad sentiment.

The location of a tweet can also be combined with its content in
order to improve the accuracy of sentiment analysis methods [13].
In their paper, Lim et al. find that concatenating the tweet text with
types of nearby POIs often helps increase prediction accuracy, but
has significant implications onmodel training time. Possible reasons
for this increase in accuracy include the spatial correlation with
(especially positive) sentiments [9] and the fact that certain areas
of countries often associate a topic with a specific sentiment [24].
While geolocation information can improve the accuracy of sen-
timent analysis and is essential for location-based analyses, only
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around 0.85% of all, and 3.1% of non-retweet posts include geo-
tags [25].

2.3 Sentiment in Spatial Analysis
Since geolocatedmicroblogs (and especially tweets) provide a unique
mix of textual content and geospatial information, they are used
increasingly often as a data source for tasks involving country-
and city-wide spatial analysis considering topics like urban plan-
ning [22]. In New York City, Twitter data has been used to analyze
the influence of parks and green spaces on visitors’ sentiments [21].
For instance, Plunz et al.’s [21] analysis focuses only on geotagged
English tweets that were sent from a predefined geographical lo-
cation within New York’s bounding box. Furthermore, they only
consider tweets of users that have at least once tweeted from within
a park or green space. They find that the average sentiment of
tweets sent from within parks and outside is generally different;
though depending on the type of district, the sentiment change can
be both positive or negative. They also point out that the number
of Twitter users only represents a fraction of total park visitors
that is not necessarily representative. A tweet’s sentiment further-
more is often influenced by events happening at the user’s location
or in their personal life and, especially in urban, densely built-up
environments, smartphone GPS accuracy often is lacking. Despite
these limitations, insights gained from sentiment analysis of tweets
are potentially helpful in augmenting existing urban design and
planning measures as well as substituting currently manually con-
ducted surveys. While Plunz et al. [21] find a difference in sentiment
between the general population and park visitors, our goal is to
validate if that difference is consistent between major metropolitan
areas in multiple countries.

Another interesting application of Twitter sentiment analysis is
proposed by Li et al. [12]. They analyze tweet sentiments in order
to give smart cities insights about their citizens’ current status and
feelings. Similar to Bertrand et al. [4], they leverage user-generated
tweets including emoticons and emojis, split into positive and nega-
tive affections, as a training set for a sentiment classification model.
For recognizing objective tweets, they use regular text passages
from newspaper articles. Even though the newspaper articles con-
strain the model to the articles’ language, the model can easily
be trained on articles in other languages without manual labeling.
Before they start the classification task, they first employ a set of
pre-processing steps in order to standardize the Twitter data. In
particular, this concerns removing noise (e.g. URLs, user mentions)
from tweets, correcting spelling mistakes, tokenizing the texts, and
specifically handling negations in the tweet content. They also pro-
pose a visualisation system that can be used by city governments to
recognize spatial and temporal changes in their citizens sentiment.

User-generated geo-tagged data from the Chinese microblogging
platform Sina Weibo has been used to classify waterfront areas in
Wuhan according to users’ sentiment [14]. In addition to sentiment
data and location of posts, Ma et al. [14] also consider the post
author’s gender in the analysis and therefore are able to recognize
significant differences in the sentiment connected with certain lakes
between male and female users. This sentiment difference could

help city planners recognize the need for infrastructural changes be-
fore they are even communicated by their citizens. Similarly, differ-
ences in mean sentiment and variance can also be found connected
with other kinds of POIs like cultural locations and restaurants.
The authors point out that social media and microblogging data
can be helpful in gathering immediate feedback of public opinion
and can be utilized for understanding, recognizing, and solving
problems in the areas of urban planning, traffic analysis, tourism
and public health. Unlike Ma et al. [14] who analyze data from Sina
Weibo, we leverage Twitter data and focus on comparing similar
locations in different cities and countries, whereas they analyze the
difference in expressed sentiment between male and female social
media users.

Mitchell et al. [17] analyze geotagged tweets gathered from 373
urban areas within the US to examine sentiment (happiness) across
states and urban areas. Tomeasure sentiment they use the Language
Assessment provided by Mechanical Turk. They further map areas
of high and low happiness and score individual states and cities to
obtain average word happiness. While Mitchell et al. [17] focus on
the analysis and comparison of all cities within the US, we analyze
and compare tweets form selected cities across the whole world
and further analyze the sentiment of certain types of POIs.

3 METHODS
3.1 Selecting Metropolitan Regions
Since the Twitter API only returns a small sample of tweets and gen-
erally only 0.85% of tweets also contain location information [25],
we need to select regions with a sufficient number of tweets. Be-
cause the density of tweets scales linearly with population den-
sity [1], we primarily select densely populated metropolitan areas.
Since we focus on analyzing sentiment of social media posts written
in English, the local language of a metropolitan region also has
to be considered. In order to find regions for our task, we start
by extracting all tweets from the dataset that are located within
one of the 28 most populous metropolitan areas, according to the
World Urban Areas dataset.4 In order to cover all continents, we
also extract tweets sent from within Sydney’s and Melbourne’s met-
ropolitan areas. Next, we utilize an n-gram-based text classification
approach [5] in order to estimate the language of each tweet. We
finally select the top 15 metropolitan areas in terms of their number
of English tweets (see Table 1).

We can observe that the metropolitan areas with most English
tweets are not exclusively located in countries whose official lan-
guage is English, but distributed among various countries on all
continents. Furthermore, a high percentage of English tweets does
not necessarily mean that the city’s native language is English, as
can be seen by the high percentage of English tweets in Manila and
Lagos. Cities that have diverse native languages, but utilize English
as a lingua franca also tend to have a comparably high percentage
of English tweets. This is especially noticeable in Johannesburg,
where less than 20% of citizens are native English speakers,5 but
about 77% of tweets are written in English.

4https://purl.stanford.edu/yk247bg4748, visited on 2021-02-27
5According to the Census data from 2011: http://www.statssa.gov.za/?page_id=993&
id=city-of-johannesburg-municipality, visited on 2021-02-27
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Metropolitan Area # EN Tweets % EN Tweets Population

New York 303.3 K 80.9% 9.4 M
Los Angeles 225.4 K 76.9% 5.0 M
London 198.2 K 78.2% 7.7 M
Manila 145.6 K 55.5% 3.1 M
Chicago 138.7 K 79.5% 3.7 M
Jakarta 87.7 K 12.3% 9.7 M
Tokyo 27.4 K 15.0% 13.8 M
Paris 27.3 K 11.8% 7.5 M
Mexico City 24.0 K 13.3% 10.8 M
Sydney 21.0 K 81.6% 2.7 M
Lagos 20.7 K 66.2% 7.1 M
Melbourne 19.6 K 80.8% 1.9 M
Istanbul 17.7 K 5.9% 9.9 M
Sao Paolo 16.5 K 7.5% 12.5 M
Johannesburg 12.0 K 77.4% 3.9 M

Table 1: Distribution of number of tweets and population in
selected metropolitan regions, sorted by number of English
tweets per week.

Table 1 shows the distribution of tweets in the investigated
regions. It is worth noting that the selected regions are distributed
among multiple continents: We focus on New York, Los Angeles,
Chicago and Mexico City in North America, Sao Paolo in South
America, London and Paris in Europe, Istanbul in both Europe
and Asia, Manila, Jakarta and Tokyo in Asia, as well as Lagos and
Johannesburg in Africa.

3.2 Pre-processing and Filtering Tweets
The investigated dataset consists of geolocated tweets posted be-
tween September 1st and 17th, 2012. Each tweet includes detailed
information about its author, intended recipient, source, location,
content, and creation timestamp. For our study, we extract infor-
mation about the timestamp, location, and text. While the creation
timestamp and text of a tweet are straightforward to process, the
location is more complex, since each tweet contains up to three
different pieces of spatial information. In every geotagged tweet,
the place object contains information about a named location in the
Twitter Places6 database. The place object consists of a bounding
box of the specified place in the GeoJson format7 and additional
information about the selected place (e.g. country, name, type). If
a user decides to use an exact location, the tweet also contains
a geo and coordinates object.8 Both objects encode the exact lo-
cation information, but while the coordinates object contains the
location in GeoJson format, the geo object utilizes a similar format,
but changes the coordinate order. In order to be able to connect
tweet locations with POIs, we exclusively work with tweets that
contain the coordinates object, and therefore contain exact location
information.

6https://developer.twitter.com/en/docs/twitter-api/v1/geo/place-information/
overview, visited on 2021-02-27
7https://tools.ietf.org/html/rfc7946, visited on 2021-02-27
8https://developer.twitter.com/en/docs/twitter-api/v1/data-dictionary/object-
model/geo, visited on 2021-02-27
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Figure 1: Pre-processing steps for analyzing tweet senti-
ment.

Figure 1 outlines the general steps needed in pre-processing of
tweets. The result of the pre-processing process is not dependent
on the order in which steps are performed: First determining if a
tweet’s location is within an investigated area and then validating
its language leads to the same results as performing the steps in
reverse order. However, since the duration of pre-processing steps
is different, it is advisable to perform less time-consuming tasks
first. In regard to the proposed pre-processing steps, this means
that the optimal order of steps is to first check if a tweet’s location
is within one of the researched areas, then validate if the tweet’s
language is English and last calculate the content’s sentiment score.

The first pre-processing step in our pipeline therefore is to check
if a tweet’s location is within one of our selected metropolitan
regions. In addition to validating the tweet’s location, we also add
the information which city this tweet belongs to at this point, in
order to speed up further pre-processing and analysis steps needed
afterwards. To validate a tweet’s language, we use langdetect,9 a
Python language detection library ported from Nakatani Shuyo’s
Java language detection library [19], which utilizes n-gram-based
text classification in order to calculate the probabilities of the text
being in a language from features of spelling of a text using naive
Bayesian filter. After having filtered all non-English tweets, we
perform several additional pre-processing steps as suggested in [3]:
converting text to lower case, removing repeated characters, links,
user and place names, and special characters such as € and #.

9https://pypi.org/project/langdetect, visited on 2021-02-27
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Figure 2: Average adjusted sentiment for selected cities over
hours of day (adjusted by time zones).

3.3 Sentiment Analysis
For analyzing tweet sentiment, we adopt the approach proposed
by Barbieri et al. [3] in the TweetEval benchmark, and use a pre-
trained model for sentiment analysis in English tweets. This model
is based on BERT and is available online.10 It returns the sentiment
s(ti ) of a tweet ti as three different values: the probability that
the analyzed tweet is negative p(ti = neд), neutral p(ti = neu),
or positive p(ti = pos). The individual probabilities p(ti = neд),
p(ti = neu), and p(ti = pos) always sum up to 1 for each tweet ti .
For our further analysis we combine these three values into one
sentiment score. The sentiment score of a tweet s(ti ) is calculated
according to Equation 1.

s(ti ) =


0, if p(ti = neu) > p(ti = pos)∧

p(ti = neu) > p(ti = neд)

p(ti = pos) − p(ti = neд), otherwise
(1)

For the comparison of sentiment between different cities, two
further problems need to be addressed. The first one is different
writing styles, as well as general sentiment, based on the geograph-
ical location of each city. We will go more into the details of solving
this problem in Section 3.4 by introducing an adjusted sentiment
score that is defined in Equation 2. Second, the creation time of
a tweet is always returned as universal coordinated time (UTC).
Since we want to compare tweets at similar local times, we need to
correct the creation date by the local time offset defined by each
tweet’s location.

In Figure 2 we can see a timeline of hourly mean sentiment
after correcting for time zone. Notably, all shown cities have both
a negative and a positive peak between midnight and 8 am in the
morning.

3.4 Spatial Analysis
Comparison of sentiment between cities. To compare the senti-

ment between cities, we first calculate the average sentiment score

10https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment, visited on 2021-
02-27

Figure 3: Average and adjusted average sentiment over time
per city for selected English-speaking cities, respectively, in
upper and lower plot.

per city per day. We then plot the resulting time series to get a
first impression of the different sentiment scores (see upper plot
in Figure 3). However, as mentioned in Section 3.3 this only gives
us a general overview of each city’s sentiment per day. To be able
to better compare sentiment changes between cities, we adjust the
sentiment score of each tweet ti with the “background sentiment”
of the city it was posted from, according to Equation 2, where
Tcity denotes the set of tweets posted in ti ’s city, and sadj (ti ) is the
adjusted sentiment score of ti .

sadj (ti ) = s(ti ) −
1

|Tcity |

∑
tj ∈Tcity

s(tj ) (2)

Figure 3 shows a comparison between mean sentiment and ad-
justed mean sentiment in English-speaking metropolitan regions.
In the upper plot, the difference in absolute sentiment between
cities is visible, whereas the lower plot makes it easier to compare
changes in sentiment of a given city over the displayed time frame.

Combination with POI data. In order to address our second re-
search question, we use POI data from OpenStreetMap (OSM). We
focus on analyzing sentiment in and nearby parks, cemeteries, and
public transportation hubs. The first step in our POI analysis is
to retrieve available POI data from OSM in the form of a planet
file [20], which contains all current information mapped in the OSM
project. Generally, all data within an OSM file is represented as
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Figure 4: Distribution of POIs in the center of London.

nodes (points), ways (lines or polygons) and relations.11 Each of the
three elements can contain tags, such as leisure=park, name=Hyde
Park, or dog=no.

The selected POIs are represented in different ways in OSM:
while most public transport stops are, for instance, stored as points,
bigger train stations are often represented by their building outline.
In order to extract the data needed for our study, we utilize the
osmfilter tool, which allows selecting only elements with specific
tags, thus we are able to extract information about all POIs in our
areas under investigation.12

In order to find out which tweets are within a POI’s area of influ-
ence, we first convert all POIs to polygons by applying a buffer to
the underlying geometry. Depending on the type of POI, we define
different reaches of spatial influence that also take into account
the POI’s type in OSM (e.g., a point or a polygon). All parks that
are stored as polygons and public transport stops stored as points
receive an influence area of 50 meters around the POI itself, bigger
public transport stops of 100 meters, and cemeteries of 200 meters.
For further processing, we assign each tweet to the corresponding
POI, considering these influence areas. Figure 4 illustrates the dis-
tribution of POIs and their influence areas within the inner city
of London. As can be seen in the figure, the influence areas often
overlap, hence one tweet can be within multiple POI influence areas
at once.

4 RESULTS
Comparison of sentiment between metropolitan regions (RQ1). To

answer RQ1, we calculate the kernel density distribution of tweet
sentiment scores within a city, excluding tweets with a sentiment
score of 0. We use the raw sentiment value in order to accurately
depict areas of very high and very low sentiment scores. The results
of this calculation are shown along with each city’s mean senti-
ment score as a vertical line in Figure 5. Cities in English-speaking
11https://wiki.openstreetmap.org/wiki/Elements, visited on 2021-02-27
12 We use the tags leisure=park and amenity=park for selecting parks, landuse=cemetery,
amenity=grave_yard, cemetery=* and amenity=cemetery for selecting cemeteries,
as well as building=transportation, building=train_station, public_transport=station,
aeroway=terminal, shelter_type=public_transport, public_transport=stop_area, pub-
lic_transport=platform and amenity=bus_station for selecting public transport POIs.

Figure 5: Comparison of sentiment distribution in English-
speaking (upper plot) and non-English-speaking (lower
plot) metropolitan areas.

countries (i.e., London, Los Angeles, New York, Melbourne, and Syd-
ney) have a high density of tweets with very high (around 0.9) and
very low (around -0.9) sentiment scores. Conversely, cities in non-
English-speaking countries have a flatter peak of sentiment con-
centration especially in the sentiment range from -0.8 to -0.5. Some
non-English-speaking metropolitan areas (e.g., Tokyo–Yokohama
and Mexico City) also have a significantly higher sentiment density
in the range of 0.5 to 0.6.

It is worth noting that restricting the investigation to English
tweets can introduce further limitations. For instance, we assume
that in the metropolitan area of Tokyo–Yokohama a significant
number of English tweets is authored by tourists rather than locals,
which influences the mean sentiment in comparison to English-
speaking metropolitan regions.

Comparison of sentiment at different locations within metropolitan
regions (RQ2). By aggregating sentiment nearby different kinds of
POIs, we find that for most cities, there is a difference in sentiment
nearby the investigated POIs and the city’s mean. However, as
Figure 6 shows, these differences are not consistent over different
metropolitan regions. For instance, while tweets in New York tend
to be more positive when created nearby parks and transportation
hubs, this is not noticeable in any other city, except for London,
where a similar trend is observable for parks. It is also worth noting
that Figure 6 does not show the absolute sentiment, but displays the
adjusted sentiment in order to allow inter-city comparison. While
the displayed metropolitan regions of New York and London show
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Figure 6: Comparison of sentiment nearby POIs and general sentiment for different metropolitan areas.

similar time series for general sentiment and POI-based sentiment,
Sao Paolo and Tokyo–Yokohama contain big outliers in the POI-
based time series. A potential cause of this is the generally lower
number of tweets in these regions that decreases further when only
tweets nearby POIs are taken into account.

Comparison of sentiment change in time series (RQ3). By compar-
ing the adjusted and time-corrected sentiment series in different
cities (see Figure 2), we notice that the sentiment generally has two
trends. First and foremost, the average sentiment in all Western
cities has both a negative followed by a positive peak in the morning
(between 5 am and 10 am) and then decreases during the day. These
peaks can be explained by lower number of neutral tweets dur-
ing this time. Another interesting insight is that English-speaking
cities generally have higher sentiment scores during weekends
than during working days. For English-speaking cities, this relation
is also temporally stable. However, this is not the case for non-
English-speaking metropolitan areas, where a distinction between
workdays and weekends is not clearly noticeable, as can be seen in
Figure 7.

A possible cause of the difference in sentiment over weekdays
between English- and non-English-speaking cities could be the
disparity between sentiment of tourists and natives, or different
cultural backgrounds between English-speaking (mostly Western)
and non-English-speaking countries. Analyzing these difference in
different areas within cities is a particularly interesting topic for
further research.

5 LIMITATIONS
While our study yielded interesting insights, there are a few limi-
tations that should be noted. The most prominent one is that mi-
croblogging users do not necessarily represent the general pop-
ulation of cities, as already outlined by Plunz et al. [21]. Social
media data, therefore, cannot totally substitute regular surveys and
measures for gathering public opinion, but can be a powerful com-
plementary tool. Second, we are aware that the amount of data we
were able to process is limited. We are currently analyzing a larger
and up-to-date dataset, spanning the years 2012–2020.

Furthermore, we assume that in non-English-speaking cities
many English tweets are authored by tourists or foreigners whose

Figure 7: Comparison of average sentiment per day for
selected English-speaking (upper plot) and non-English-
speaking (lower plot) cities; the semi-transparent colored
area around a city’s sentiment line illustrate its 95% confi-
dence interval, darker gray areas illustrate weekends.

daily activities are often different from locals’. This is likely to
introduce distortions to our results. In addition, the filtering with
POI locations also leads to further decreasing the number of existing
data points.

Another limiting factor for POI-based analysis is the existence
and quality of OSM data about local infrastructure. While OSM data
quality is generally acceptable in most urban areas, coverage in
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emerging economies tends to be lackluster. This has been especially
conspicuous during our POI analysis of the metropolitan area of La-
gos, where the total number of existing POIs in OSM was extremely
small. The geospatial analysis of tweet location is furthermore con-
strained by the fact that GPS sensors in smartphones can be less
accurate than expected. Merry et al. [16] find that GPS sensors can
be up to 100 meters off in urban settings. To take this inaccuracy
into account, we defined our POI influence areas appropriately big.
However, this increases the risk of misclassifying tweets that should
not belong to a POI. This limitation is particularly problematic in
areas with a dense population and a good public transportation
network, since our POI analysis method would lead to many tweets
sent from home being classified as POI-related.

6 CONCLUSION AND FUTUREWORK
In this paper, we studied differences in sentiment reflected by Twit-
ter users’ postings, at different levels: between major global cities,
within places of interests, and during different days of the week.
We show that sentiment in different major cities around the world
differs between English-speaking and non-English-speaking cities,
and we show that sentiment changes of the former follow a simi-
lar pattern. Furthermore, we inspect sentiment change for specific
types of POIs (e.g., parks and cemeteries). Although there is no
clear general relationship between sentiment and POIs over all
investigated cities, we were able to observe that for all English-
speaking cities the sentiment measured nearby parks is generally
more positive than nearby cemeteries. We also find that daily and
hourly mean sentiment follow a similar pattern for all analyzed
English-speaking metropolitan areas.

There are several avenues for further research. The inspection of
English speaking and non-English-speaking cities revealed certain
differences in sentiment scores that can be further looked into by
using a language-independent classifier for the sentiment analysis.
This offers the opportunity to analyze a greater number of tweets
from non-English-speaking countries, as well as to look further
into the subject of distinguishing between citizens and tourists
to understand how tourists might influence sentiment scores for
non-English-speaking cities. Another further research topic is the
analysis of sentiment changes during the COVID-19 pandemic in
different cities. Social media data could represent a potential new
viewpoint into the change in mobility patterns during an ongoing
pandemic. Furthermore, considering user metadata (e.g., age and
gender) could yield interesting insights into possible different sen-
timent levels for certain POIs based on such user characteristics.
Eventually, adopting a clustering method that encompasses both
the spatial and sentiment component of a tweet could help iden-
tify areas of especially positive or negative sentiment within cities,
irrespective of a particular POI category.
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